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The challenges of providing portals for 
diverse user communities

Our institutional challenge is to deliver 
information to people outside of our (climate) 
community so they can make informed 
analyses and decisions that lead to solutions
● non-climate scientists
● decision makers
● organizations and businesses

tools need to be part of that work flow





















Desert Locust Control Support



Malaria Early Warning



Probablistic Precipitation Forecast







NMA Ethiopia   (ENACTS)



Tanzania (ENACTS)



Madagascar



Chile Drought Observatory



Technologies to support 
dissemination

Ingrid -- data and analysis server, hides 
technical detail from user, flexible

maproom -- lightweight client-side user 
interface with semantic gathering of metadata, 
connects analysis to use with distilled set of 
choices



IRI Data Collection

Generalized Data Tools

Specialized Data Tools

Dataset               
● Dataset        
●Dataset       
●Variable

●ivar
●ivar

multidimensional

Data Viewer Data Language

Maproom

URL/URI  for data, 
calculations, figs, etc



Data Flow based Analysis with explicit 
semantics

Results
metadata metadataanalysis

Data Data

analysis

Semantic Web

achunk
----------
chunk

achunk
----------
chunk

SSTA [ lon lat | time ]

chunk | achunk 



Example: SSTA Maproom



Example: SSTA dataset



Example: SSTA calculation



function:  classify



ENSO Classify by 1D



ENSO Classify by 3D



Function Library



On-the-fly is great, but ...

Clearly a maproom based on a produced product (like greenness) can be just 
as user-targeted as a maproom that is based on on-the-fly calculations.  Both 
require a steady flow of input data, a processing scheme to update the product, 
and a distribution scheme.  The difference is that 

● greenness required setting up the entire infrastructure and took years to 
bring into fruition, (they are still working on speeding up the process). 

● An ingrid calculation delivers all that production workflow automatically

Persistence within Ingrid is a bit of a mix of the two.  Currently we only persist 
explicitly, i.e. an entry can be defined as a calculation that saves its results.  
Clearly would be better if any calculation could be cached as performance 
requires. 

Production Flow technology fulfils a critical need



Workflow

The usual workflow for a new analysis

● Standardize the dataset
● perform the analysis
● present as Maproom



Search

● The maprooms are designed to be found and understood by a search 
engine

But we also have our RDF-based search

● The maprooms are semantically tagged using RDFA
● We have an RDF-crawler with inferencing to gather metadatata
● uicore (maproom clientside) interface code talks with a SPARQL service 

point (sesame server)

● Function documentation
● comprehendible terms
● faceted browser

All very much works-in-progress
 



Comprehendible Terms
Two-way link between terms used in pages and glossary 
entries

● rdfa tagging in the pages to mark the terms
● additional glossary information
● rdf repository of combined information drives interface



Faceted Browser



Faceted Browser



Crosswalk

Model

Objects

Semantic Mapping

Link to Semantic Map

http://iri.columbia.edu/~benno/dlfigure.svg
http://iri.columbia.edu/~benno/dlfigure.svg


Semantic Mapping

Link to Semantic Map

http://iri.columbia.edu/~benno/dlfigure.svg
http://iri.columbia.edu/~benno/dlfigure.svg


Git packages
code and content
● ingrid
● maproom
● dlentries
● dldoc

● maproom_template
● uicore
● semantic_tools
● pure, jsonld.js, miconf, dlsquid, and others



Going Forward

● better persistence
● fully embedded semantics
● multicore execution
● fully merged interface
● federated login/data security






